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Image Understanding
SharpMask - Piotr Dollar & team
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DenseCap by Justin Johnson & group  
https://github.com/jcjohnson/densecap
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Robotics
One-shot imitation learning - Duan et. al. at OpenAI
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Question Answering
Inferring and Executing Programs for Visual Reasoning  

- Johnson et. al. at Facebook
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Memory Augmented

Memory Networks  
- - Facebook 
- Differentiable Neural Computer 
- - Deepmind
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Adversarial Networks
DCGAN by Radford et. al. 
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Adversarial Nets pix2pix by Isola, Zhu, Zhou, Efros  
@ UCBerkeley
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Adversarial Nets
Cycle GAN by Zhu, Park, Isola, Efros 

@ UCBerkeley
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Agents

Cars Video games
Internet
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The dynamic kind
Self-driving Cars

Examples Trends Tools for AI 



The dynamic kindInferring and Executing Programs for Visual Reasoning  
- Johnson et. al. at Facebook
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Memory Networks  
- - Facebook 
- Differentiable Neural Computer 
- - Deepmind

Memory augmented
The dynamic kind
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The dynamic kind

Cars Video games
Internet

Examples Trends Tools for AI 



self-adding new memory or layers 
changing evaluation path based on inputs 

online learning
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The dynamic kind



Tools
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Tools for AI research and deployment
Many machine learning tools and deep learning frameworks
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Tools for AI research and deployment
Static graph frameworks Dynamic graph frameworks 

(more naturally enable  
dynamic deep learning)
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Static graph Frameworks
•Model is constructed and compiled once and reused many times 
•Hard to change the model on the fly 
•harder to debug in a complex system
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Dynamic graph Frameworks
•Model is constructed on the fly at runtime 
•Change behavior, structure of model 
• Imperative style of programming
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PyTorch

Ndarray library  
with GPU support

automatic differentiation 
engine

gradient based  
optimization package

Deep Learning

Reinforcement Learning
Numpy-alternative



ndarray library

Numpy PyTorch



PyTorch Autograd
from torch.autograd import Variable 
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PyTorch
•  Naturally enables dynamic deep learning 
• easy to interface with a wide range of interactive environments 
- because of an imperative style of programming 
- because of deep Python integration 

• as fast as anything else out there on average



http://pytorch.org

With ❤ from

http://pytorch.org



